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The Green’s function for the master equation and the generalized master equation in path
representation is an infinite sum over the length of path probability density functions �PDFs�. In this
paper, the properties of path PDFs are studied both qualitatively and quantitatively. The results are
used in building efficient approximations for Green’s function in 1D, and are relevant in modeling
and in data analysis. © 2007 American Institute of Physics.
�DOI: 10.1063/1.2743969�

I. INTRODUCTION

Random walks in one-dimensional �1D� lattices appear
in the description of a wide variety of problems in biology,
chemistry, and physics.1–15 In the evolving field of single
molecules,16–38 the data are made from stochastic events, and
random walks constitute the adequate description for its
modeling. Examples include enzymatic activity,30–32 confor-
mational changes of biopolymers,26–29 dynamics of ion
channels,18–20 and motor proteins.23–25 In some of these ex-
amples, 1D random walks are used.

Formulation of a Markovian random walk is convention-
ally made in terms of the master equation.1–5,14 When the
random walk has nonexponential waiting time probability
density functions �WT-PDFs�, the generalized master
equation10,11 �GME� is used. A random walk that obeys the
GME is equivalent to a continuous time random walk6–9 and
has a corresponding path representation.12,13 Analytical and
numerical results of random walks in 1D lattices can be
found in books1–7 and in papers.8–15 For the single molecule
measurements mentioned above, the modeling and the analy-
sis of the data are usually done in terms of the master equa-
tion and GME.39–73

Recent works showed that the path representation of the
Green’s function of the GME can provide interesting and
useful new results.12,13 Particularly, closed-form solutions for
Green’s functions in arbitrarily inhomogeneous 1D chains
were given by using the path representation of the Green’s
function. This paper uses the same path representation of the
Green’s function but studies paths PDFs. Path PDFs supply
more information on the dynamics than the information con-
tained in the Green’s function of the process. Path PDFs are
useful in analytical studies of the GME, in modeling, in data
analysis, and in building approximations for the Green’s
function. The analysis in this paper qualitatively tracks the
origin of path PDFs and also quantifies it. Then, asymptotic
analysis of path PDFs allows the construction of approxima-
tions for Green’s functions in 1D. The main results in this
paper include: �i� A path PDF is built from an ensemble of
paths all have the same length, but which can differ in com-
position. �ii� A path PDF of order 2n is built from cn paths,
where c is smaller than the system length, but not smaller

than two. �iii� A path PDF for an invariant chain is mono-
peaked in time. �iv� A path PDF contributes to the Green’s
function in the vicinity of its peak�s�. �v� The Green’s func-
tion at time t can be well approximated by a packet of �t
path PDFs.

The paper is laid out as follows: in Sec. II, the GME and
the path representation of a general semi-Markovian random
walk in 1D are introduced. The general closed-form solu-
tions for Green’s function of Refs. 12 and 13 are given and
are used in expressing the Green’s functions for related sys-
tems, such as circular chains. In Sec. III, we turn to simple
examples and analyze path PDFs and Green’s function for
chains with a few states and for an invariant chain with L
states. In Sec. IV, we conclude and discuss the use of our
formalism and results in applications, and the extensions of
our approximation scheme for the Green’s function to higher
dimensions.

II. THE GENERALIZED MASTER EQUATION
AND THE PATH REPRESENTATION

A. The generalized master equation

This section presents the GME and the path representa-
tion of the Green’s function. Then, the solution for the
Green’s function of Refs. 12 and 13 is given, and new results
for related systems are obtained.

The most general semi-Markovian random walk in a 1D
lattice of L states �a 1D random walk is one with only nearest
neighbor transitions� is described by the state- and direction-
dependent WT-PDFs, �i±1i�t�=�i±1i�i±1i�t� for transitions be-
tween states i and i±1, with the normalization conditions
�0

��kj�t�dt=1 for all k and �k�kj =1, both valid for all j
�Fig. 1�. The system can also include state- and direction-
dependent irreversible trapping WT-PDFs, �Ii�t�=�Ii�Ii�t�,
with trap states I= i+L, i=1,2 , . . . ,L. For any choice of the
WT-PDFs, the stochastic trajectory generated by the dynam-
ics consists of uncorrelated waiting times when each state
has a distinct observable value.39,41,43 This property, com-
bined with the occurrence of the nonexponential distributed
waiting times in the trajectory, defines �here� semi-
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Markovian dynamics. The Green’s function Gij�t ;L� for
semi-Markovian dynamics obeys the GME,7,10,11

�Gij�t;L�/�t = − �Ki+1i�t� + Ki−1i�t��*Gij�t;L�

+ Kii−1�t�*Gi−1j�t;L� + Kii+1�t�*Gi+1j�t;L�

− KIi�t�*Gij�t;L�, i = 1, . . . ,L , �1�

subject to the delta initial condition

lim
t→0

Gij�t;L� = �ij��t� .

Thus, Gij�t ;L� gives the probability to occupy state i at time
t given occupying state j at time 0. In Eq. �1�,

f�t�*g�t� = �
0

t

f�t − x�g�x�dx .

The so-called memory kernel Kij�t� is related in Laplace
space �ḡ�s�=�0

�g�t�e−stdt� to the WT-PDFs by

K̄ij�s� = �̄ij�s�/�̄ j�s� ,

where,

�̄ j�s� = �
k

�̄kj�s� = 	1 − �
k

�̄kj�s�
s−1.

The GME, Eq. �1�, can be written in matrix notation

�G�t;L�/�t = K�t�*G�t;L� ,

where Eq. �1� is recovered when taking the i , j element of the
matrices in each side of the equality. The GME in Eq. �1�
reduces to the Markovian master equation with a sink for
exponential WT-PDFs, �ij�t�=aije

−ajt, aj =�kakj valid for any
j, leading to delta kernels Kij�t�=aij��t�. Heavy tailed
WT-PDFs with state- and direction-independent powers,
�ij�t��aijt

−1−�, 0���1 for all i and j, lead to the fractional
master equation. For biophysical related systems, the GME
in Eq. �1� was previously used in describing the dynamics of
ion channels51,52 and motor proteins.47,48

B. The path representation

A less familiar formulation of semi-Markovian random
walks, but a very useful one, employs path PDFs for repre-
senting Green’s functions. The path PDFs in this representa-
tion give detailed information on the random walk that is
complementary to the information contained in the Green’s
function. Path PDFs are also the building blocks in approxi-
mations for Green’s functions. In the current study, this as-
pect is utilized in Sec. III. The path representation of the
Green’s function is given by

Gij�t;L� = �
0

t

�i�t − 	��
n=0

�

wij�	,2n + 
ij;L�d	 . �2�

The sum in the large parentheses defines Wij�t ;L�, which is
the PDF of reaching state i exactly at time t when starting at
state j exactly at time 0. In Eq. �2�, wij�t ,2n+
ij ;L� is the

path PDF of length 2n+
ij �
ij = �i− j�� that connects statesj
→ i in time t. In this paper we analyze the wij�t ,2n+
ij ;L� or
its convoluted counterpart

gij�t,2n + 
ij;L� = �
0

t

wij�	,2n + 
ij;L��i�t − 	�d	 .

C. General solutions for the Green’s function
for 1D chains

Although many results for random walks in 1D lattices
appear in the literature,1–15 only recently were closed-form
solutions for the Green’s function of a semi-Markovian ran-
dom walk in an arbitrarily inhomogeneous 1D lattice of L
states given.12,13 The solutions were found using the path
representation of the Green’s function, Eq. �2�. The solution

for Ḡij�s ;L� in terms of the input WT-PDFs reads12,13 in
Laplace space

Ḡij�s;L� = �̄ij�s�
�̄�s;L̃�

�̄�s;L�
�̄i�s�  W̄ij�s;L��̄i�s� , �3�

where L̃=L−
ij. In Eq. �3�,

�̄ij�s� = �
k=j

i1

�̄k±1k�s�, i � j, �̄ii�s� = 1, �4�

is the path PDF of direct transitions connecting the initial
and final states. �The plus �minus� sign in the WT-PDF state
index in Eq. �4� corresponds to the case i� j �i� j�.� The

factor �̄�s ; L̃� /�̄�s ;L� originates from all possible transitions

between the initial and final states. �̄�s ;L� depends only on
the system size L,

�̄�s;L� = 1 + �
i=1

�L/2�

�− 1�ih̄�s,i;L� , �5�

where �L /2�, which appears in the upper limit in the sum in
Eq. �5�, is the floor operation �round towards zero� �Eq. �1� is

valid for L�1, where, �̄�s ;1�=1�, and

h̄�s,i;L� = �
j=1

i

�
kj=ki−1+2

L−1−2�i−j�

�̄kjkj+1
�s��̄kj+1kj

�s�, k0 = − 1. �6�

�̄�s ; L̃� in Eq. �3� has the same form as �̄�s ;L� but is calcu-

lated on the lattice L̃. Lattice L̃ is constructed from the origi-

FIG. 1. A part of a semi-Markovian chain with only nearest neighbor tran-
sitions and directional WT-PDFs, �i±1i�t�=�i±1i�i±1i�t� and �Ii�t�=�Ii�Ii�t�.
A way to simulate such a process is to first draw a random number out of a
uniform density that determines the propagation direction according to the
transition probabilities, and then to draw a random time out of the relevant
WT-PDF.
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nal lattice by removing the states i and j and the states be-
tween them, and connecting the obtained two fragments. The
connection between the two fragments is virtual. Namely, the
WT-PDFs in the interface between the two fragments are
identical zero. Only such a lattice can be used to calculate the

required quantity �̄�s ; L̃� in Eq. �3�. For cases in which a
fragment has a single state, this fragment is excluded, and

lattice L̃ contains just the longer fragment. When both frag-

ments contain one state, �̄�s ; L̃�=1.

D. General solutions for related systems

The analytical solutions for the Laplace transform of the
Green’s function, Eqs. �3�–�6�, are useful for analyzing many
aspects of semi-Markovian random walks in 1D chains.
Clearly, the Green’s function in the time domain is obtained
by inverting its Laplace transform back into the time domain,
but Eqs. �3�–�6� are also useful in calculating moments and
correlation functions. When the first passage time PDF

F̄ij�s ;L� �exit through substrate i to trap I� is needed, we

simply replace �̄i�s� in Eq. �3� with �̄Ii�s�. Simple combina-
tions of Green’s functions in Eqs. �3�–�6� give the Green’s
function for a random walk with a special WT-PDF for the
first transition, the Green’s functions for a random walk in a
circular 1D chain, and joint PDFs in space and time with
more than two pairs of conjugated �space-time� arguments.
These combinations are given below.

(1) Green’s function for a random walk with a special
WT-PDF for the first transition. Consider a process with a
special WT-PDF for the first event. Such a WT-PDF is de-
noted by a star. Also, the corresponding Green’s function for
such a process is denoted by a star. For example, � j�j

* �t� is a
special WT-PDF for making the first transition in the process

from state j to state j�, and Ḡij
* �s ;L� is the corresponding

Green’s function. Special WT-PDFs for first events are used
when the process has been taking place before the observa-

tion starts.7 The Green’s function Ḡij
* �s ;L� is given by a

simple combination of the “standard” Green’s functions

Ḡik�s ;L�s,

Ḡij
* �s;L� = �

k

Ḡik�s;L��̄kj
* �s� + �̄ j

*�s��ij , �7�

where,

�̄ j
*�s� = �

k

�1 − �̄kj
* �s��s−1.

Because after the first event took place the random walk is
equivalent to a standard random walk, Eq �7� is originated
from a simple factorization of a path into two segments, one
segment contains the first transition, and the second segment

contains all other transitions. The second additive in the
Eq. �7� represents no transition.

(2) Green’s functions for a random walk in a circular 1D
chain. The second special case corresponds to a random walk
in a circular 1D chain with L states. A circular chain is ob-
tained from a linear L-state chain by connecting states 1 and
L. We denote the Green’s function for a circular 1D chain by
substituting L with L* in the Green’s function chain length

argument; so we write Ḡij�s ;L*�. Ḡij�s ;L*� is calculated by a
two-step mapping of the circular L-state chain to a two-state
chain with correction. First, we construct from the circular
L-state 1D chain, a circular three-state chain �Fig. 2�. �In Fig.
2 and in the following discussion, i� j, without a loss of
generality.� The WT-PDFs in the circular three-state chain
are the first passage time PDFs calculated in linear 1D frag-
ments taken out of the original circular chain. The fragments
are made of the following states: states j+1 through i−1
consist the first fragment denoted by L1, states 2 through
j−1 consist the second fragment denoted by Li, and states
i+1 through L consist the third fragment denoted by Lj. The
fragments correspond, respectively, to states 1, i, and j in the
reduced circular three-state chain. The first passage time
PDFs are found by modifying the expression in Eq. �3� and
changing the sticking probability to the trapping WT-PDF.
Using the above mapping and a second reduction scheme

given below, Ḡij�s ;L*� is given by

Ḡij�s;L*� =
�̄�1i�j�s�

1 − �̄+�s��̄−�s�
�̄i�s� . �8�

Equation �8� results from a second mapping of the circular
three-state chain into a two-state chain with correction. This
is captured by the factor �1− �̄+�s��̄−�s��−1, where �̄+�s� and
�̄−�s� in Eq. �8� are given by

�̄+�s� = F̄1j�s;Lj� + F̄ij�s;Lj�

and

�̄−�s� =
F̄1j�0;Lj��F̄j1�s;L1� + F̄i1�s;L1�F̄ji�s;Li�� + F̄ij�0;Lj��F̄ji�s;Li� + F̄1i�s;Li�F̄j1�s;L1��

1 − F̄i1�s;L1�F̄1i�s;Li�
.

FIG. 2. A circular three-state chain. The system is characterized by the
waiting time PDFs, here denoted by Fmn�t ;Ln�, where m ,n=1, i , j and
m�n.
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Namely, state � corresponds to the initial state j, and state
� is made from the states 1 and i. However, this mapping of
the circular three-state chain into a two-state chain is an im-
perfect one. This fact is represented by the correction factor

�̄�1i�j�s� and is the reason that we first mapped the circular

L-state chain onto a circular three-state chain. �̄�1i�j�s� in Eq.
�8� is given by

�̄�1i�j�s� =
F̄ij�s;Lj� + F̄1j�s;Lj�F̄i1�s;L1�

1 − F̄i1�s;L1�F̄1i�s;Li�

and contains information on internal transitions in state �.
Note that the Green’s function for a circular L-state chain

with a special WT-PDF for the first event, Ḡij
* �s ;L*�, is noth-

ing but

Ḡij
* �s;L*� = �

k

Ḡik�s;L*��̄kj
* �s� + �̄ j

*�s��ij . �9�

A circular 1D chain has been used to describe motor proteins
activity.49 The results of this section can be a starting point
for a more general treatment of such systems.

(3) Joint PDFs in space and time with more than two
pairs of conjugated (space-time) arguments. For semi-
Markovian random walks, PDFs of joint space-time argu-
ments with more than two argument pairs are also given by
combinations of Green’s functions. We focus on the three
space-time variable pairs PDF, Gkji�t+	+ t0 , t+ t0 � t0 ;L�,
which is the PDF for occupying state k at time t+	+ t0 and
state j at time t+ t0, given that the random walk started at
state i exactly at time t0. In what follows we take t0=0,
suppress the initial time argument, and write explicitly only
the elapsed time in the third time argument. Thus, we com-
pactly write Gkji�	 , t ;L�. The double Laplace transform of
Gkji�	 , t ;L� �	→u and t→s� is given by simple combina-
tions of the Green’s function in Eq. �3�,

Ḡ
ˆ

kji�u,s;L� = W̄ji�s;L��
z

Ā
ˆ

zj�u,s�Ĝkz�u;L� , �10�

where z is any state that is directly connected to state j. In
Eq. �10�, we introduce the double Laplace transform of the
“adaptor” function12

Ā
ˆ

n�n�u,s� =
�̄n�n�s� − �̂n�n�u�

u − s
,

for a transition between state n and state n�. Ā
ˆ

n�n�u ,s� is the
double Laplace transform of the joint backward and forward
recurrence time PDFs. For occupying state n at time t, the
backward recurrence time is the time elapsed from the last
transition into state n, and the forward recurrence time is the
time that will pass until a transition from state n will take
place. Each of these times has a corresponding PDF. The
adaptor function is thus the joint PDF of the backward and
forward recurrence time PDFs. Only for the Markovian case,

Ā
ˆ

n�n�u ,s�=�̄n�s��̂n�n�u�, leading to the well-known factor-
ization of higher order propagators for Markovian processes

into a product of Green’s functions. Note that for a random

walk with a special initial WT-PDF, Ḡ
ˆ

kji
* �u ,s ;L� is obtained

from Eq. �10� when replacing W̄ji�s ;L� by W̄ij
* �s ;L�, where

W̄ij
* �s ;L� is obtained from Eq. �7� with Ḡij

* �s ;L�

=W̄ij
* �s ;L��̄i�s�. For the circular L-state chain, Ḡ

ˆ
kji�	 , t ;L*�

is also obtained from Eq. �10� when replacing W̄ji�s ;L� by

W̄ji�s ;L*� and Ĝkj−1�u ;L� by Ĝkj−1�u ;L*�, where W̄ji�s ;L*� is

obtained from Eq. �8�, with Ḡij�s ;L*�=W̄ij�s ;L*��̄i�s�. For

Ḡ
ˆ

kji
* �u ,s ;L*�, Eq. �9� is first used for replacing W̄ji�s ;L� by

W̄ji
* �s ;L*� in Eq. �10�, but the second substitution is the same

as the second substitution in Ḡ
ˆ

kji�	 , t ;L*�.

III. PROPERTIES OF PATH PDFs

A. A two-state semi-Markov chain

This section finds properties of path PDFs, and studies
their implications on the Green’s function. This is done by
studying two-, three-, and four-state chains, and an invariant
L-state chain.

The simplest 1D chain consists of two states with no
sink terms. The chain is referred to as a two-state semi-
Markovian chain and is characterized completely by the WT-
PDFs �21�t� and �12�t� �Fig. 3�. Although a two-state semi-
Markovian chain is the simplest 1D chain, the behavior of its
associated path PDFs gives a good indication for the behav-
ior of path PDFs for larger chains. The path PDFs express

W̄21�s ;2� and Ḡ21�s ;2� as

W̄21�s;L� = �
n=0

�

w̄21�s,2n + 1;2� �11�

and

Ḡ21�s;L� = �
n=0

�

ḡ21�s,2n + 1;2� , �12�

where

ḡ21�s,2n + 1;2� = w̄21�s,2n + 1;2��̄2�s� . �13�

For a two-state chain, the path PDF w̄21�s ,2n+1;2� consists
of a single path of 2n+1 transitions �Appendix A�. Denoting
by N�2n ;L� the number of paths with n double transitions
that connect the edge states in a L-state chain, then, for this
example, N�2n ;2�=1. N�2n ;L� is further discussed in later
sections. The expression for w̄21�s ,2n+1;2� reads �Appen-
dix A�

FIG. 3. A two-state semi-Markovian chain characterized by the WT-PDFs
�21�t� and �12�t�.
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w̄21�s,2n + 1;2� = �̄21�s���̄12�s��̄21�s��n

= �̄21�s��h̄�s,1;2��n, �14�

where h̄�s ,1 ;2�= �̄12�s��̄21�s�, can be obtained from
Eq. �6�. By substituting Eq. �14� into Eqs. �11� and �12�,
the geometric series is summed to give W̄21�s ;L�
= �̄21�s��1− �̄12�s��̄21�s��−1 and Ḡ21�s ;L�= �̄21�s��1− �̄12�s�
�̄21�s��−1�̄2�s�, as is well known for a two-state
system, e.g., Ref. 7. Choosing, for simplicity, an invariant

system, namely, �̄21�s�= �̄12�s�=� / ��+s�, the inversion of
Eq. �14� into the time domain leads to

w21�t,2n + 1;2� = �e−�t��t�2n/�2n�!, �15�

which has units of inverse time and

g21�t,2n + 1;2� = e−�t��t�2n+1/�2n + 1�!. �16�

When substituting Eqs. �15� and �16� into the corresponding
transformed Eqs. �11� and �12�, one gets

W21�t;2� = �e−�t�
n=0

�

��t�2n/�2n�! = �e−�t cosh��t� �17�

and

G21�t;2� = e−�t�
n=0

�

��t�2n+1/�2n + 1�! = e−�t sinh��t� . �18�

We proceed by addressing the question “how many path
PDFs contribute to the Green’s function at time t?” This will
also allow determining the time for which an approximation
that truncates Eq. �18� after N terms,

G21�t;2�N� = e−�t�
n=0

N

��t�2n+1/�2n + 1�!,

is still valid. We first go back to Eq. �16� that expresses
g21�t ,2n+1;2� as a gamma density of order 2n+1, whose
peak occurs at tmax= �2n+1� /�. Asymptotic �large n� expan-
sion of the factorial appearing in the denominator of the
gamma density shows that the amplitude of g21�t ,2n+1;2� at

tmax scales as n−1/2 and that around t= tmax, g21�t ,2n+1;2�
can be approximated by the Gaussian

g21�t,2n + 1;2� �
1

�2��2n + 1�
e−�t − tmax�2/2��2n+1�/�2�.

The Gaussian part can be further approximated by a rectan-
gular of height 1 and width 2�a�2n+1/��2�n� centered
around tmax, where a=� /2 chosen such that the rectangular
approximation has the same area under it as of the gamma
density in Eq. �16�. The exact expression for g21�t ,2n
+1;2� �Eq. �16��, the Gaussian approximation, and the rect-
angular approximation are shown in Fig. 4 for n=64. The
area under the Gaussian between the intersection times with
the rectangular approximation is �80% of its total area.

Using the rectangular approximation for the Gaussian
part in the path representation of the Green’s function leads
to

G21�t;2� � �2��−1/2 �
s=t−�n

t+�n

�2s + 1�−1/2

� �1/2��1 + �/�16�t�� + o���t�−2� . �19�

The final expression is obtained when taking the continuum
limit of the sum and expanding the outcome of the resulting
integral up to second order in 1/ ��t�. Similar to the behavior
of the exact expression in Eq. �18�, the approximation for the
Green’s function is bounded for large t. Moreover, the ap-
proximation and the exact expression agree at large t, which
is a consequence of the value of a, a=�� /2.

Instead of the rectangular approximation, one can substi-
tute the gamma densities of Eq. �15� into Eq. �19� and per-
form the partial summation numerically. The outcome is
shown in Fig. 5. Also shown are the analytical solution
G21�t ;2� and the approximation in Eq. �19�. Figure 5 shows
that the partial summation around �t�2n of a packet of
about 2�� /2�2n path PDFs is such that the packet reaches
the correct value at time �t �up to a second order in 1/ ��t��.

FIG. 4. g21�t ,64;2� as a function of �t, for dt=0.1 and �=0.5. The exact
expression in Eq. �16� �dotted curve�, the Gaussian approximation �dashed
curve�, and the rectangular approximation are shown.

FIG. 5. The Green’s function in Eq. �18�, the expression in Eq. �19� that
uses the rectangular approximation, and packets of path PDFs �the size of
each packet is shown at the base of the arrow pointing on the packet�. Panel
�a� shows, on a linear-log scale, that the approximation of a packet of path
PDFs is valid only at the maximum of the packet, where panel �b� empha-
sizes that the packet width increases at large times �the width of the packet
scales as �t�. Here, �=0.5 and dt=0.1 with appropriate arbitrary units.
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Although this analysis follows Eq. �19� that originates from
an asymptotic expansion, the packet of path PDFs well ap-
proximates the Green’s function even for small n. Figure
5�b� shows that the width of the packet centered around �t
�2n increases with t �it scales as �t�, but the approximation
is valid only at its peak. Additionally, we can conclude from
this analysis that the approximation G21�t ;2 �N� is valid for
times t� tN−�a2tN /�, where tN2N /�.

Summarizing, the Green’s function at time t��2n
+1� /� can be built from about �2�t /� path PDFs centered
around g21�t ,2n+1;2�. Path PDFs that are not part of the
packet do not contribute to the Green’s function at this time
�within the 1/ ��t�2 approximation�. In light of these results it
is straightforward to correctly compare the contribution of
successive path PDFs to the Green’s function at time t. From
Eq. �16� the ratio of successive path PDFs is found to obey
g21�t ,2m+1;2� /g21�t ,2m−1;2�= ��t /2m�2, so, at large
enough time �denote by t�� the path PDF of order 2m+1 has
a larger amplitude than the path PDF of order 2m−1 �large
times mean t�� tmax�2m /��. However, this result does not
mean that the 2m+1 order path PDF is important to the
approximation for the Green’s function at time t�. The
packet analysis shows that a 2m+1 path PDF contributes to
the Green’s function for times satisfying tmax−�tmax/�� t
� tmax+�tmax/�. Thus, asymptotic �large t� analysis should
be done with care when comparing the contribution of suc-
cessive path PDFs to the Green’s function at time t, and
should use the Gaussian approximation for path PDFs.

B. The three-state chain

In this section, we study the three-state system in Fig. 6,
with �ij�t��ij�t��ij and no trapping WT-PDFs. The analy-

sis deals with path PDFs that construct W̄13�s ;3� via the path
representation

W̄13�s;3� = �
n=0

�

w̄13�s,2n + 2;3� .

As opposed to path PDFs for the two-state chain,
w̄13�s ,2n+2;3� �n�0� is built from more than one path.
There are two types of degeneracy of paths that contribute to
a given path PDF: one type corresponds to paths of different
sequences of 2n+2 transitions that connect states 1 and 3.
The second type corresponds to all the permutations of the
sequence of states visited in the path that result in a con-
nected path. When saying that a path contributes to a path
PDF, we mean that its associated single-path PDF contrib-
utes to the path PDF, so a path PDF is a sum over single-path
PDFs of the same length. The single-path PDFs that corre-
spond to the first type of degeneracy are, in principle, differ-
ent functions of the time, but those that correspond to the
second type lead to the same single-path WT-PDF. The rea-
son is that w13�t ,2n+2;3� contains one time argument, so its
Laplace transform is insensitive to the order in which the
states are visited. Note that the above classification of path
types is relevant for any length chain.

For n=0, w̄13�s ,2 ;3� consists of one path, w̄13�s ,2 ;3�
= �̄23�s��̄12�s�= �̄13�s�. For n=1, w̄13�s ,4 ;3� consists of two

paths, each of which occurs once, w̄13�s ,4 ;3�= �̄13�s�
���̄32�s��̄23�s�+ �̄21�s��̄12�s��. The expression in the paren-

theses equals to h̄�s ,1 ;3�, see Eq. �6�. For n=2, there are
four paths that contribute to w̄13�s ,6 ;3�, three of which are
distinct: two paths of the sequences �the order in which the
states are visited is written from left to right� 3232321 and
3212121 occur once, and one path with two permutations,
with the sequences 3212321 and 3232121. w̄�s ,6 ;3� is given
by

w̄13�s,6;3� = �̄13�s���̄32�s��̄23�s� + �̄21�s��̄12�s��2

= �̄13�s��h̄�s,1;3��2.

Using a recursion relation �Appendix A�, one finds that the
expression for w̄13�s ,2n+2;3� for any n reads

w̄13�s,2n + 1;3� = �̄13�s��h̄�s,1;3��n. �20�

Summing Eq. �20� over n gives W̄13�s ;3�,

W̄13�s;3� = �
n=0

�

w̄13�s,2n + 1;3� = �̄13�s�/�1 − h̄�s,1;3�� .

As opposed to the two-state chain, the general result for

W̄13�s ;3� is less familiar, and can be found useful in model-
ing and in data analysis.

The previous section showed that the Green’s function at
time t can be constructed from a packet of path PDFs whose
size is proportional to �t, and the same is valid for the three-
state chain as well. This follows by comparing Eq. �20� to
Eq. �14�: choosing a symmetric Markovian invariant system
��12=0.5�, Eq. �20� leads to g13�t ,2n+2;3�
= �1/2�e−�t��t�2n+2 / �2n+2�!, which is a very similar func-
tional form to that of g12�t ,2n+1;2� given by Eq. �16�.
Therefore the results for the three-state Green’s function,
both analytically and numerically, are very similar to the
results of the two-state chain.

We continue the analysis by quantifying the various con-
tributions to the path PDFs. For this purpose, we note that
Eq. �20� originates from

w̄13�s,2n + 2;3s�

= �̄13�s��
k=0

n

��̄12�s��̄21�s��k��̄32�s��̄23�s��n−k	n

k

 , �21�

as can be shown by counting of paths. Each term in the sum
in Eq. �21� corresponds to a path with degeneracy � n

k
�.

Considering an invariant system �in WT-PDFs� with �12=q,
Eq. �21� can be rewritten as

FIG. 6. A three-state chain. The system is characterized by the waiting time
PDFs �21�t�, �12�t�, �32�t�, and �23�t�.
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w̄13�s,2n + 2;3� = �̄13�s���̄2�s��n�
k=0

n

�q�k�p�n−k	n

k



 �̄13�s���̄2�s��nS�2n + 3;3� .

Here, S�2n+2;3� is the amplitude factor. �In S�2n+
1L ;L�, L
is the chain length.� For the invariant three-state chain, the
amplitude factor is unity, namely, S�2n+2;3�
=�k=0

n �q�k�p�n−k� n
k

�=1, because p+q=1. Each term in S�2n
+2;3� consists of the probability of a path, pn−kqk, multiplied
by the number of times it occurs, � n

k
�. As S�2n+2;3� is unity,

the probability that a path connecting states 3 and 1 has k
transitions between states 1 and 2, given that in total there
are 2n+2 transitions in the path, is pn−kqk� n

k
�. From the am-

plitude factor, one calculates the total number of paths that
contribute to w̄13�s ,2n+2;3�,

N�2n;3� = �
k=0

n 	n

k

 = 2n,

because the number of paths must be independent of the
probability of each path. Note that for L=2,3 ,N�2n ;L�
obeys the scaling

N�2n;L� = �L − 1�n, L = 2,3.

Additionally, for both chain lengths, S�2n+
1L ;L� is unity,
and w̄1L�s ,2n+
1L ;L� is proportional to the nth power of

h̄�s ,1 ;L�. These relationships do not hold for larger chains,
but from the above we conclude that the lower bound on
N�2n ;L� for any chain with L�3 states is 2n, because
N�2n ;L� must be an increasing function of L for a fixed
n�0. In fact, N�2n ;L� must obey N�2n ;L−1��N�2n ;L�
�N�2n ;L+1�. The next section shows that the upper bound
on N�2n ;L� must be smaller than �L−1�n for L�3.

C. The four-state chain

This section studies a four-state chain with no trapping
WT-PDFs. The system is described by the set of six WT-
PDFs, �i±1i�t�=�i±1i�i±1i�t�, see Fig. 7. The analysis mainly
aims at calculating N�2n ;4�. The first step in the analysis
obtains a general expression for w̄14�s ,2n+3;4�,

w̄14�s,2n + 3;4�

= �̄14�s� �
j=0

�n/2�

�− 1� j�h̄�s,1;4��n−2j�h̄�s,2;4�� j	n − j

j

 . �22�

In Eq. �22�

h̄�s,1;4� = �̄21�s��̄12�s� + �̄32�s��̄23�s� + �̄43�s��̄34�s�

and

h̄�s,2;4� = �̄21�s��̄12�s��̄43�s��̄34�s� ,

as can be obtained from the definition for h̄�s , i ;L� in Eq. �6�.
Equation �22� is derived by finding and solving the recursion
relation for w̄14�s ,2n+3;4� �Appendix A�. Note that the so-
lution of Eq. �22� is given by �Appendix B�

w̄14�s,2n + 3;4�

= �̄14�s�2−n−1 �h̄�s,1;4� + d̄�s��n+1 − �h̄�s,1;4� − d̄�s��n+1

d̄�s�
,

where d̄�s�=�h̄2�s ,1 ;4�−4h̄�s ,2 ;4�. Only when h̄2�s ,1 ;4�
�4h̄�s ,2 ;4� for a given s, the path PDF has the form

w̄14�s ,2n+3;4�� �h̄�s ,1 ;4��n, but this result does not hold in

general. �The scaling w̄1L�s ,2n+
1L ;L�� �h̄�s ,1 ;L��n holds
for all invariant chains when s goes to zero as discussed in
the next section.� Summing w̄14�s ,2n+3;4� over n leads to

the expression for W̄14�s ;4�,

W̄14�s;4� = �
n=0

�

w̄�s,2n + 3;4�

= �̄14�s�/�1 − h̄�s,1;4� + h̄�s,2;4�� .

The general expression for W̄14�s ;4� is not familiar but can
be used in modeling and in data analysis.

Examining in detail the expression for path PDF in Eq.
�22�, we notice that it contains negative terms. This means
that not all the terms in the sum correspond to actual paths.
In fact, the negative terms compensate for paths that are over
counted in the positive terms in the sum, which means that
not all the positive terms also correspond to actual paths.
�This behavior is in contrast to the terms in the sums for
w̄1L�s ,2n+
1L ;L� for L=2,3, where all the terms represent
actual paths.� We continue the analysis for an invariant sys-
tem, for which Eq. �22� is written as

w̄14�s,2n + 3;4� = �̄14�s���̄�s��2nS�2n + 3;4� , �23�

where the amplitude factor is given by

S�2n + 3;4� = �
j=0

�n/2�

�q + pq + p�n−2j�− qp� j	n − j

j

 . �24�

Equation �23� holds also for an inhomogeneous four-state
chain with state-dependent transition probabilities but state-
independent WT-PDFs, where for such chains Eq. �24� is
modified by adjusting the expressions in the parentheses in
the sum. Performing the summation in Eq. �24� gives
�Appendix B�

S�2n + 3;4� =
1

1 − pq
�1 − pq−�n+1�� . �25�

The amplitude factor in Eq. �24� is asymptotically a constant
of time �as n� t�, which means that the packet approxima-
tion for the smaller chain Green’s functions is valid for the
four-state chain as well. From the amplitude factor, the ex-
pression for N�2n ;4� follows

FIG. 7. A four-state chain. The system is characterized by the waiting time
PDFs �21�t�, �12�t�, �32�t�, �23�t�, �43�t�, and �34�t�.
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N�2n;4� = �
j=0

�n/2�

�3�n−2j�− 1� j	n − j

j

 , �26�

because the number of paths must be independent of the
transition probabilities, but the three additives in the first
factor in the sum for the amplitude factor represent distinct
paths. Note that each term in the sum for the amplitude fac-
tor is a product of a term associated with the number of paths
�see Eq. �26�� with a term associated with the local potential.
The solution of Eq. �26� reads �Appendix B�

N�2n;4� =
1
�5

��1 + ��n+1 − �1 − 1/��n+1� , �27�

where �=1.618, . . . is the golden ratio �Appendix B�. The
number of paths associated with w̄14�s ,2n+3;4� is always an
integer and is smaller than 3n�=��L−1�n�L=4� for n�1, but
scales as N�2n ;4���1+��n.

D. An invariant L-state chain

This section considers an invariant L state chain with
probability p to jump to the left and derives an asymptotic
expression, in the path length n, for the path PDFs. Firstly,
note that the expression for path PDFs for an invariant chains
reads

w̄1L�s,2n + 
1L;L� = �̄1L�s���̄�s��2nS�2n + 
1L;L�

This equation can be written as

w̄1L�s,2n + 
1L;L� = ��̄�s��2n+L−1pL−2S�2n + 
1L;L� .

We show below that the factor pL−2S�2n+
1L ;L� can be ap-
proximated by 2PL�ss�, leading to the general expression for
path PDFs for invariant chains

w̄1L�s,2n + 
1L;L� � ��̄�s��2n+L−12PL�ss� . �28�

In Eq. �28�, PL�ss� is the probability to occupy state L at
steady state. The approximation in Eq. �28� is valid as long
as it is sensible to use steady state probabilities. �This is
always the case when ��t� has a finite first moment.� To
support the approximation form, first note that the amplitude
factor S�2n+
1L ;L� cannot decay to zero faster than n−1/2,
otherwise the probability at steady state vanishes, but cannot
also be an increasing function of n, otherwise the probability
will increase without bound. Then, when assuming
pL−2S�2n+
1L ;L��const, namely, when the amplitude fac-
tor is independent of n for large n, pL−2S�2n+
1L ;L� must be
equal to 2PL�ss� from consistency demands. To show this,
we sum w̄1L�s ,2n+
1L ;L� over n and multiply the result by

�̄L�s�. The expression must lead to PL�ss� when taking the
limit of s→0, which means that pL−2S�2n+
1L ;L�
�2PL�ss�. Now, in the specific case of a four-state chain, it
was shown that the amplitude factor is a sum of a constant
and function of n that decays to zero exponentially fast with
n. Moreover, the constant fulfills �pL−2S�2n+
1L ;L�
�2PL�ss��L=4. We rely on this result in postulating that
S�2n+
1L ;L��const for any L asymptotically in n, and by
this justify the form of the approximation for path PDFs for
invariant chains given by Eq. �28�.

IV. CONCLUDING REMARKS

The master equation and the GME are frequently used in
modeling processes in biology, chemistry, and physics. Re-
cently, the Laplace transform of the Green’s function
Gij�t ;L� for a 1D arbitrarily inhomogeneous semi-
Markovian random walk in a chain of L states was found in
closed form in terms of the input WT-PDFs.12,13 In this pa-
per, we analyzed path PDFs, denoted by wij�t ,2n+
ij ;L�, in
the path representation of Gij�t ;L�. It was shown that the
path PDF w̄ij�s ,2n+
ij ;L� is built from two types of degen-
eracy: �a� different paths of the same length of 2n+
ij tran-
sitions and �b� all the permutations of the sequence of states
in a given path that result in a connected path. It was further
shown that, independent of the origin of the degeneracy, the
number of paths that contribute to the path PDF that con-
nects the edge states, calculated as a function of the system
length L and the length of the path 2n+
1L, N�2n ;L�, is
bounded by N�2n ;L−1��N�2n ;L�� �L−1�n and is not less
than 2n for L�3. Thus N�2n ;L� grows exponentially with
the length of the path and as a power law with the length of
the system. Note that N�2n ;L� characterizes any 1D random
walk, namely, N�2n ;L� is independent of the chain details
but its length. It was also shown that path PDFs are mono-
peaked in time.

It is well known1–6 that for any kind of connectivity
between the discrete states in the lattice, i.e., for any dimen-
sion, the Green’s function of the random walk can be found
according to the equation

Gij�t;L� = ILT��sI − K�s��−1�ij ,

where ILT stands for inverse Laplace transform. The numeri-
cal inversion of the kernel matrix with �−s� added to the
diagonal elements is easily done for the tridiagonal case �i.e.,
1D�, given not too large L. However, for inhomogeneous
systems with many states �large L�, numerical inversion can
be unstable. This problem becomes worse in higher dimen-
sions, where the kernel matrix contains many off-tridiagonal
elements. For 1D chains of any length, the analytical solution
in Eqs. �3�–�6� can be used, but in higher dimensions ana-
lytical solutions for arbitrarily inhomogeneous systems are
missing. Then, approximations for Gij�t ;L� are needed.
Building approximations for Gij�t ;L� in higher dimensions
using the path PDF approach �i.e., finding important paths
and their associated number as a function of t� can be useful
in the analysis of the dynamics of interacting objects, which
is a subject of great interest in physical systems �see, for
example, Ref. 74�. We note that the analysis given in this
paper can be useful when building approximations for
Gij�t ;L� in higher dimensions. By considering N�2n ;L�, one
gets an indication of the complexity of �a simulation for
obtaining� Gij�t ;L�. �Note that n and t are not independent.�
However, for an inhomogeneous chain, not all paths in
N�2n ;L� are necessarily equally important to the conver-
gence of the associated path PDF. Moreover, not all path
PDFs are important to the convergence of Gij�t ;L�. This was
shown to be the case for the 1D two-state chain, where the
approximation for G1L�t ;L� sums over a packet of �t analyti-
cally known path PDFs centered around the n order path
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PDF, but holds true for all invariant chains. The situation is
more involved for inhomogeneous chains, because both
slow-transition short paths and fast-transition long paths can
be equally important for obtaining Gij�t ;L�. �Here, we use
the term “slow �fast� transitions” to indicate that in an inho-
mogeneous chain, some WT-PDFs have small �large� first
moments relative to other WT-PDFs. This means that for a
given t, paths that visit slow states may be shorter than paths
that visit fast states, but still both path types are important to
the convergence of the Green’s function at time t.� In any
case, it is clear from the analysis of the simple invariant case
that a path PDF contributes to Gij�t ;L� in the vicinity of its
peak and that asymptotic analysis of path PDFs should be
done with care when comparing the contributions of different
path PDFs to Gij�t ;L�. The partial summation over path
PDFs, where a path PDF enters the partial summation only in
the vicinity of its peak, may be a good strategy to begin with
in approaching the problem of building Green’s function ap-
proximations in higher dimensions. Self-avoiding path PDFs
in higher dimensions are 1D objects and are given by equa-
tion of the same type of Eq. �4�. The difficulty lies in com-
piling the information from different paths. For non-self-
avoiding paths, another difficulty is associated with the
analysis of paths with intersection and U-turns.

Lastly, note that the dynamics of motor proteins47,48 and
of ion channels51,52 has already been described by the 1D
generalized master equation, Eq. �1�. Of particular interest in
modeling motor proteins are circular chains,47–50 as shown in
Fig. 2. The results of this paper, both the general expressions
for Green’s functions for circular chains and the results from
the path PDF analysis, can be found useful in the analysis of
data and in modeling these systems. Detailed investigation of
such systems is a matter of future research.
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APPENDIX A: RECURSION RELATIONS FOR PATH
PDFS FOR SMALL CHAINS

This appendix gives the recursion relations for the
w̄1L�s ,2n+
1L ;L�s for L=2,3 ,4. For L=2, there is one path
with exactly 2n+1 transitions, which means that

w̄12�s,2n + 1;2� = w̄12�s,2�n − 1� + 1;2��̄21�s��̄12�s� .

�A1�

The associated initial condition with Eq. �A1� is given by

w̄12�s ,0+1;2�= �̄12�s�= �̄12�s�. �Recall that the path length in
w̄12�s ,2�n−1�+1;2� is written in a way that emphasizes the
contributions to the path from the back transitions, 2�n−1�,
and from the direct transitions, 1. This notation is also used
in larger chains.� The recursion relation in Eq. �A1� and its
associated initial condition lead to

w̄12�s,2n + 1;2� = �̄12�s���̄21�s��̄12�s��n

= �̄12�s��h̄�s,1;2��n, �A2�

which is given in Eq. �14� in the main text. For L=3, the
recursion relation for w̄13�s ,2n+2;3� reads

w̄13�s,2n + 2;3� = w̄13�s,2�n − 1� + 2;3�h̄�s,1;3� , �A3�

with the initial condition w̄13�s ,0+2;3�= �̄13�s�. The result-
ing expression for w̄13�s ,2n+2;3� reads

w̄13�s,2n + 2;3� = �̄13�s��h̄�s,1;3��n. �A4�

Equation �A4� is given in the main text in Eq. �20�. For L
=4, the recursion relation for w̄14�s ,2n+3;4� is more in-
volved than that of the smaller chains. We find that the re-
cursion relation reads

w̄14�s,2n + 3;4� = w̄14�s,2�n − 1� + 3;4�h̄�s,1;4�

− w̄14�s,2�n − 2� + 3;4�h̄�s,2;4� , �A5�

with the initial conditions w̄14�s ,0+3;4�= �̄14�s� and

w̄14�s ,2+3;4�= �̄14�s�h̄�s ,1 ;4�. The resulting expression for
w̄14�s ,2n+3;4� can be calculated by first performing a z
transform �i.e., multiplying by zn both sides of the equation
and performing a summation over n� and then expanding the
result in powers of z. The resulting expression for w̄14�s ,2n
+3;4� is given in Eq. �22� in the main text.

APPENDIX B: THE FIBONACCI FUNCTION

This appendix gives the formula that was used in the
calculations of sums in Sec. III B. The formula utilizes the
expression of the Fibonacci function and its solution

Fn�a/4� = �
k=0

�n/2� 	n − k

k

�a/4�k = 2−nr+

n+1 − r−
n+1

r+ − r−
,

r± = 1 ± �1 + a . �B1�

Fn�a� in Eq. �B1� is the Fibonacci function and solves the
linear recursion relation Fn�a�=aFn−1�a�+Fn−2�a�. Fn�1� is
the Fibonacci number also given by Fn= ��n /�5�, where �·�
is the round towards zero operation �as in the upper bound in
the sum in Eq. �B1�� and the golden ration � is the positive
root of the equation x2−x−1=0. The Fibonacci number can
be found by solving the recursion relation Fn=Fn−1+Fn−2,
with the initial conditions F0=F1=1.
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